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UNDER concurrent scheduling proce-

dures, responding can be reinforced under

any one of two or more simultaneously

operating schedules. In a two-lever situa-

tion, for example, responding may be rein-

forced under one schedule on the left lever,

and under a second schedule on the right

lever. When different sets of reinforcement

parameters (e.g., different rates, magni-

tudes, or delays of reinforcement) are ar-

ranged for each lever, then preference for

one of the reinforcement conditions may be

defined by a relative response frequency:

the number of responses occurring on the

lever associated with that condition, di-

vided by the total number of responses

occurring on both levers. Such a preference

measure indicates the reinforcing efficacy

of one set of reinforcement conditions rela-

tive to the other.

In the experiments to be reported, rhesus

monkeys responded under concurrent

schedules of intravenous cocaine injection.

Initially, our principal objective was to

rank the reinforcing effectiveness of a range

of different cocaine doses by comparing

them with a standard dose. When equal-

valued concurrent variable- interval

schedules arrange the availability of differ-

ent magnitudes of non-drug reinforcers,

animals prefer the larger magnitudes (e.g.,

8, 10, 22). Thus, we expected similar pref-

erences when different cocaine doses were

available. And since the preference mea-

sure provided by concurrent scheduling

procedures may be obtained independently

of absolute rate of responding, we expected

these procedures to yield a relationship

between reinforcer effectiveness and rein-

forcer magnitude that would be minimally

influenced by rate-modifying effects of Co.

caine. (For discussions of effects of cocaine

on rates of responding, see 2, 13, 17, 21, 34,

35.)

A secondary objective was to compare

findings obtained with cocaine with find-

ings obtained with other reinforcers. How-

ever, as our research has progressed, what

was at first only a secondary concern has

become increasingly intriguing to us. An

analysis of the similarities and differences

between our data and those from other

concurrent-schedule studies has now be-

come a major interest. Such an analysis

has important implications for the general

issue of the extent to which schedule-con-

trolled behavior maintained by drug rein-

forcers is comparable to that maintained
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by other reinforcers. Thus, we will empha-

size relationships between our data and

those from comparable studies with other

reinforcers, and possible determinants of

observed similarities and differences.

General Method

Subjects and Apparatus

Rhesus monkeys (Macaca mulatta)

weighing between 4 and 7 kg were subjects

in daily sessions of these experiments. The

monkeys were individually housed in en-

closed wooden chambers. They had free

access to water and received twice-daily

feedings of Purina monkey chow. Each

animal was surgically prepared with a

chronic indwelling venous catheter of sili-

cone rubber (Rodhelm Reiss, Inc.; outer

diameter, 0.24 cm, inner diameter, 0.079

cm). A hollow, jointed, metal arm, which

extended from the rear wall of the cham-

ber, was attached to the metal harness

worn by each monkey, allowing relatively

free movement. The metal arm and harness

restrained the monkey and protected the

external portion of the catheter, which

was threaded through the arm to the out-

side of the chamber. Here, the catheter

was connected to the stem end of a Y-con-

nector (Becton-Dickinson #3091), which, in

turn, was connected to two syringe infusion

pumps (Harvard #1100 or Sage #255-1) by

two additional pieces of tubing. Available

elsewhere are detailed descriptions of the

chambers (16, 19), catheterization proce-

dure (11, 36), and restraining apparatus

(11).

During experimental sessions, three re-

sponse levers (Lehigh Valley Electronics

#1380) were present. The levers were

mounted on the front panel of an alumi-

num chassis located on the inside front

door of the chamber; one lever at either

side of the panel, with the third lever

centered above them. Green and red stimu-

lus lights could illuminate the left and

right side levers, respectively; a yellow

stimulus light, the center lever. White and

blue stimulus lights mounted overhead

provided alternative house light condi-

tions. Further details of the experimental

apparatus have been described elsewhere

(16, 19).

Drugs and Dosages

Cocaine hydrochloride was dissolved in

sterile 0.9% saline and diluted to the de-

sired concentration. Doses were calculated

on the basis of the salt. Drug dosage was

changed by varying the volume of a con-

stant-concentration solution given by in-

jection over a constant time period. Differ-

ent pump motor speeds and different sy-

ringe sizes were used to accomplish these

variations. The constant-concentration so-

lution for each monkey resulted in delivery

of a dose of either 0.05 or 0.1 mg/kg in a

0.375 ml injection.

Experiments

Experiment 1: Independent Concurrent

Schedules

Subjects. Two monkeys, Bernadette and

Willis, had previous experience under

schedules of intravenous cocaine injection.

The other two monkeys, Boris and Rico,

had no previous training.

Schedule specifications. A schematic

diagram of one cycle of the terminal sched-

ule conditions is shown in figure 1. The

yellow center-lever light and the white

overhead house light were on at the begin-

ning of each cycle. A response on the center

lever turned off the yellow center-lever

light, turned on the green and red side-

lever lights, and initiated the concurrent

variable-interval link of the cycle. During

this link, two variable-interval tape timers,

operating concurrently and independently,

arranged the availability of two cocaine

doses. One dose reinforced responding on

the left side lever; the second dose, re-

sponding on the right side lever. The aver-

age inter-reinforcement interval arranged

for each variable-interval schedule was 1

mm. The independence of the schedules

meant that when a reinforcer was made

available by the tape timer for one lever,
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FIG. 1. Diagram of one cycle of the basic proce-

dure. Each box represents one possible state. Num-

bers on the left side refer to successive experimental

conditions. 1) Initial link: At the start of a cycle, the

yellow center-lever light and white overhead house

light are on, while the side-lever lights are off. A

response on the center lever (FR 1) turns off the

center-lever light and turns on the green and red

side-lever lights. 2) Concurrent variable-interval link:

Responding on either side lever during this link leads

to injection of one of two drug doses. 3) During

reinforcement (Si), the overhead house light is blue

and all lever lights are off. 4) A 5-mm time-out period.

in which all lights are off, follows reinforcement. After

the time-out period, the initial-link conditions are

reinstated. [Modified from C. Iglauer and J. H.

Woods, J. Exp. Anal. Behav. 22: 179-196, 1974(16).]

that timer stopped running until after that

reinforcer was collected, while the timer for

the other lever continued to operate. Addi-

tionally, both timers stopped running from

the onset of an injection obtained on either

lever until the initiation of the variable-

interval link in the following cycle. A

reinforcer scheduled for one lever always

remained available, during variable-inter-

val links, until collected. Thus, if both

timers had scheduled a reinforcer at the

time a reinforcer was obtained on one lever,

the dose scheduled for the other lever was

still available upon return to the variable-

interval component.

During the concurrent variable-interval

link, a changeover delay of 1.5 sec was

operative (14). When a monkey switched

(changed over) from one side lever to the

other, the first response on the switched-to

lever was ineligible for reinforcement, as

were all responses on this lever during the

following 1.5 sec. A new 1.5-sec changeover

delay period was initiated by each new

switch. The changeover delay minimized

the probability that responding on one

lever would come under the control of the

injection dose associated with the other

lever.

When a response was reinforced on either

side lever, the appropriate infusion pump

was operated for 35 sec, and only the blue

house light was on. A 5-mm time-out

period, during which all lights were off,

followed each reinforcement. Responses oc-

curring during reinforcement or time-out

periods had no scheduled consequences.

After the time-out period, a new cycle

began. Sessions ended after the 30th injec-

tion, so that minimum session length was

about 3 hr.

For two monkeys, Boris and Willis, the

procedure described above was slightly

modified. The variable-interval 1 -mm

schedule for each lever no longer arranged

the immediate availability of cocaine injec-

tion, but rather, the availability of an

additional, fixed-ratio, schedule link.

Completion of the ratio requirement on the

lever (for Boris, 5 responses; for Willis,

15 responses) then led to an injection of the

appropriate dose. The ratio schedules for

the two levers were mutually exclusive:

Once the fixed-ratio link was entered on

one lever, the light over the other lever was

turned off, and responding on this lever

could not lead to reinforcement. Concur-

rent variable-interval performances under

this procedural modification did not vary

systematically from those obtained under

the basic schedule, so the modified proce-

dure is not considered separately in the
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present discussion. A description of the

fixed-ratio performances is available else-

where (16).

Dose variations. For each monkey, one

lever was designated as the constant-dose

lever, for which the associated cocaine dose

was kept at 0.1 or 0.05 mg/kg per injection.

On the other, the variable-dose lever, a se-

quence of different comparison doses was

presented. This dose was changed after a

number of sessions when performance had

satisfied criteria outlined below. After

completion of a sequence of determina-

tions, the constant- and variable-dose le-

vers were reversed, and a second sequence

of comparisons was begun. Within a se-

quence, some comparisons were occasion-

ally omitted or repeated; but for each

monkey, all determinations having the

same constant dose on the same lever were

considered part of the same sequence.

Criteria for dose variation; data analysis.

When a monkey’s behavior satisfied either

of two sets of criteria, the comparison dose

was changed in the following session. If an

animal’s relative response frequency on one

lever in a session exceeded 0.99, or all

injections resulted from responses on one

lever (i.e., only one of the doses was re-

ceived), then the monkey was considered to

have demonstrated an “exclusive prefer-

ence.” In these cases, data were drawn

from the single session that defined the

preference as exclusive.

Otherwise, a stability criterion was used.

After a minimum of 15 sessions had been

conducted at a particular comparison of

doses, performance was considered stable

when, over five consecutive sessions, a) the

range of relative response frequencies on

the variable-dose lever did not exceed 0.10,

and b) there was no systematic trend in

these frequencies. Data values were indi-

vidually calculated for each of these five

sessions and then averaged across the ses-

sions.

Results and discussion. The preference

measure, relative response frequency on

the variable-dose lever, was calculated for

each session by dividing the number of

responses occurring on the variable-dose

lever during the variable-interval compo-

nent by the total number of variable-inter-

val responses. In figure 2, relative response

frequencies are plotted for each monkey as

a function of the dose available on the

variable-dose lever. When the larger dose

was scheduled for the variable-dose lever,

the comparison dose consistently main-

tained relative response frequencies greater

than 0.50, whereas when the smaller dose

was scheduled for the variable-dose lever,

the comparison dose maintained relative

response frequencies of less than 0.50. With

the same dose scheduled for both levers,

relative response frequencies often de-

viated from 0.50, but within monkeys these

deviations were never as extreme as when

unequal doses were available. Thus, the

larger of two doses presented for compari-

son was always preferred. These data are

consistent with results reported for rhesus

monkeys by Balster and Schuster (2) and

Johanson and Schuster (17), who found,

with other procedures and measures, that

in almost all instances larger cocaine doses

were more reinforcing, within the approxi-

mate dose range of the present study. In

addition, the present data confirm findings

of a number of concurrent-schedule studies

of reinforcer magnitude using food or elec-

trical brain stimulation as the reinforcer

(e.g., 7, 8, 10, 20, 22): In these studies, as

well, larger magnitudes generally have

been preferred.

To some extent, preferences were graded

according to the difference between the

constant and the comparison dose. Clear

examples of this relationship are provided

by Boris’s data when 0.05 mg/kg per injec-

tion was the constant dose, and by Ber-

nadette’s data as the comparison dose was

increased from 0.025 or 0.05 mg/kg per

injection to 0.2 mg/kg per injection (fig. 2).

In these cases, relative response frequen-

cies on the variable-dose lever increased

monotonically with the dose scheduled for

that lever.

In other cases, however, relative response

frequencies maintained by different doses



CONTROL OF DRUG-TAKING BEHAVIOR 371

BE�4AOETT( �

08

).O25 005

#{149}DETERP4NATIONS IN
FIRST SEQUENCE

o DETERMINATIONS IN

SECOND SEQUENCE

01 02 04

0.2
w
>

0
0

w
8
IAJ

(I.

-J

WILLIS

ConIN.005

�#{149}�!0013 00251 0.05 I 01 0.2

0033 0075

DOSE ON VARIABLE - DOSE LEVER (mg/kg/infection)

0.4

FIG. 2. Relative response frequency on the variable-dose lever as a function of dose on this lever, first

experiment. Doses are logarithmically spaced. The constant dose is indicated on each graph under the monkey’s

name. With repeated determinations in a sequence, only the first is joined to the line. [From Iglauer and Woods,

J. Exp. Anal. Behav. 22: 179-196, 1974 (16).]

on the same side of the cosntant dose are

not clearly ordered. Willis’s data (fig. 2)

provide the best example of the primary

source of ambiguity: Willis exclusively pre-

ferred the constant (0.05 mg/kg per injec-

tion) dose to all lower doses, and exclu-

sively preferred all higher doses to the

constant dose. Although no other monkey

consistently exhibited such extreme prefer-

ences, all monkeys tended to prefer exclu-

sively the higher of two doses, regardless of

the difference in dose size. This tendency is

apparent in the asymptotic portions of the

individual functions, where relative re-

sponse frequencies approximate either 0.00

or 1.00. Because of these exclusive prefer-

ences, our original objective of ranking the

relative reinforcing efficacy of a number of

different cocaine doses by comparing them

with a standard dose often was not

achieved. That these exclusive preferences

might be obscuring actual differences in

reinforcer strength was suggested by Bo-

ris’s data. When doses of 0.025 and 0.05

mg/kg per injection were each compared

with a constant dose of 0.1 mg/kg per

injection (left-hand graph, fig. 2), Boris

exclusively preferred the constant dose in

both cases. However, when the 0.025 and

0.05 mg/kg injection doses were presented
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for direct comparison with each other

(right-hand graph, fig. 2), Boris strongly or

exclusively preferred 0.05 mg/kg per injec-

tion.

Another perspective from which to assess

the preference data is in terms of relations

between relative response frequency and

relative drug intake (fig. 3). Relative drug

intake on the variable-dose lever can be

considered as a measure of relative rein-

forcement magnitude. Like comparable

statistics used in studies with other rein-

forcers [cf. Neuringer’s (20) “relative total

access to reinforcement”], the measure is

one of amount of reinforcement actually

obtained, and so takes into account both

RELATiVE DRUG INTAKE ON VARIABLE-DOSE LEVER

FIG. 3. Relative response frequencies on the variable-dose lever plotted against relative drug intake on the

variable-dose lever, first experiment. Drug intake on a lever is the number of injections resulting from

responding on that lever multiplied by the dose available on it. Relative drug intake on the variable-dose lever is

the drug intake on this lever divided by the sum of the intakes on both levers. The diagonal line represents

perfect matching. [Modified from Iglauer and Woods, J. Exp. Anal. Behav. 22: 179-196, 1974 (16).I
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the available doses and the effect of re-

sponding on the distribution of reinforcers

between the schedules. Drug intake on a

lever is the product of the dose scheduled

for that lever and the number of injections

resulting from responses on it; relative drug

intake on the variable-dose lever is then

calculated by dividing the intake resulting

from responses on this lever by the total

intake resulting from responses on both

levers.

In figure 3, the diagonal line on each

graph represents perfect matching, where

equality exists between the relative re-

sponse frequency and relative drug intake

measures. Most points on each graph lie

close to this line, with average absolute

deviations from matching for individual

monkeys ranging from 0.03 to 0.06. In a

number of concurrent-schedule studies

comparing different magnitudes of nutri-

tive reinforcers, good matching has oc-

curred (e.g., 7, 8, 20). More generally, for

nutritive reinforcers the matching relation-

ship has been found to hold with respect to

a number of different reinforcement pa-

rameters that have been evaluated under a

number of different concurrent scheduling

procedures (e.g., 1, 6, 9, 14, 26, 30). Our

data thus extend the generality of a rela-

tionship previously demonstrated with tra-

ditional reinforcers to include intrave-

nously delivered cocaine as the reinforcer.

How matching occurred in our study, as

compared to other studies, must also be

considered. In concurrent-schedule studies

with nondrug reinforcers, the actual fre-

quency of reinforcement under each sched-

ule has usually approximated the max-

imum possible frequency. Thus, matching

has occurred under conditions in which the

allocation of responses between the sched-

ules has had little influence on the distribu-

tion of reinforcement: A wide range of

response distributions could have resulted

in the same reinforcement distribution, yet

the actual distribution of responses has

conformed to the matching principle.

Matching under these “unconstrained”

conditions is of theoretical and empirical

interest, because it suggests that a basic

property of behavior is involved in the

relationship (3, 4, 15).

In our study, on the other hand, the

extreme preferences shown for the higher

doses of cocaine meant that preference

often did influence the distribution of rein-

forcers between the levers. Although the

schedules could arrange equal numbers of

reinforcers for both levers, when very

strong preferences were demonstrated for

the higher doses, most or all injections

occurred on the higher-dose lever. In figure

3 this effect is seen in the clustering of

points in the corners of the matching func-

tions, where relative response frequencies

and relative intakes are both close to 0.00

or 1.00. At these points, the matching rela-

tionship is trivially confirmed. Since exclu-

sive preferences occurred in 24 of 36 com-

parisons involving unequal doses, much of

the matching observed in these data is

atypical of that commonly observed in

concurrent-schedule experiments with

other reinforcers.

The exclusive preferences thus both hin-

dered attainment of one of our original

research objectives and distinguished our

data from those of most other concurrent-

schedule studies. What features of our

experiment caused such extreme prefer-

ences? While our answers must be tenta-

tive, we would suggest that two

factors-the schedule parameters that

were employed, and the response rates that

occurred-were significant -

Typically, the parameters of equal-

valued concurrent interval schedules maxi-

mize the influence of frequency of rein-

forcement in determining preference.

Under most such schedules, an animal’s

responding will be reinforced about twice

as often if the animal switches frequently

between the schedules, rather than re-

sponding entirely under one of them. A

study by Cantania (8), in which two differ-

ent reinforcer magnitudes (different dura-

tions of grain presentation) were available

to pigeons under concurrent 2-mm varia-

ble-interval schedules, provides a good ex-
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ample. Pigeons in this study could obtain

about 58 grain presentations per hour by

responding on both Keys, but only about

28 grain presentations per hour by respond-

ing entirely on the larger-magnitude key.

Similarly, in most other concurrent-sched-

ule studies of reinforcer magnitude, exclu-

sive preferences would have markedly re-

duced the rate of reinforcement. In these

studies, some responding has usually been

maintained under both schedules.

By contrast, in our study, although

within the concurrent 1-mm variable-inter-

val component, frequent switches between

the two levers would result in a drug

injection about once every 30 sec instead of

about once every 60 sec, the variable-inter-

val components normally occupied only a

small portion of the session. The 5-mm

time-out periods after reinforcement and

the 35-sec injection periods usually com-

prised the major portion of the session

time, and their durations were unin-

fluenced by the behavior of the animal.

Thus, the maximum possible rate of rein-

forcement if an animal responded on both

levers and collected equal numbers of rein-

forcers on both levers was about 10 injec-

tions per hour, while the maximum rate of

reinforcement possible if an animal re-

sponded exclusively on the higher-dose

lever was only slightly lower-about 9.33
injections per hour. In studies in which

both frequency and magnitude of rein-

forcement have been varied, the data have

indicated that reinforcement frequency

is more potent than reinforcer magnitude

in determining preference (24, 31). Thus,

because in our study exclusive respond-

ing on one lever was penalized by only

a very small reduction in rate of reinforce-

ment, the influence of a factor normally

playing a significant role in maintaining

responding under both schedules was

minimized. Indeed, since the monkeys’ be-

havior at all comparisons resulted in rates

of injection that were generally below 9.33

per hour, the reduction in rate of rein-

forcement caused by exclusive preferences

may have been totally without effect.

That rates of reinforcement in our study

were less than maximal leads directly to

consideration of another factor of probable

importance in engendering exclusive pref-

erences. The monkeys’ response rates,

which resulted in these low rates of rein-

forcement, may have promoted an effect of

preference on obtained reinforcement, and

thus initiated a process that eventually

moved almost all responding to the pre-

ferred lever. Average overall response rates

of all monkeys (except Bernadette) were

usually below 0.8 responses per second, and

often fell much lower (fig. 4, upper portion

of each graph). These values, which may

relate to the general rate-modifying effects

of cocaine, are below those typically ob-

served under comparable schedule condi-

tions with other reinforcers, where overall

rates above one response per second have

been common (e.g., 8, 22). The low re-

sponse rates of our monkeys increased the

liklihood that the distribution of responses

between the levers would affect the distri-

bution of reinforcers. With the higher over-

all response rates generally reported for

other studies, an animal can usually collect

reinforcers on both manipulanda as soon as

they become available, even though a large

proportion of his responding occurs on one

manipulandum. However, if an animal’s

response rates are so low that in many

variable-interval periods only a few re-

sponses occur, as was the case in our study,

reinforcers scheduled for the nonpreferred

manipulandum may not be collected for a

number of cycles, instead of being collected

as they become available. Additionally, in

our study the relatively short variable-

interval value of 1 mm may have intensi-

fled this effect, since at any given response

rate, the shorter the scheduled average

inter-reinforcement interval, the more

likely it becomes that reinforcers scheduled

for the nonpreferred manipulandum will be

held across variable-interval periods. Con-

ditions in the present experiment thus

favored the monkeys’ obtaining more injec-

tions on the preferred lever.

The greater the number of injections

obtained on the preferred lever, the greater
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will be the relative drug intake on that lever

(since intake is the product of dose and

number of injections). As Killeen (18) has

argued, the relative amount of reinforce-

ment actually obtained, rather than that

which is programmed, may be critical in

influencing subsequent preference. Thus,

once responding begins to influence the

distribution of reinforcers, a further shift in

the response distribution toward the pre-

ferred lever would be expected. In turn, a

further increase in the number of higher-

dose injections would occur. As such a

positive feedback process continues, re-

sponding and reinforcement would eventu-

ally occur almost exclusively on one lever,

as happened in the present study.

If this account of the development of

exclusive preferences is correct, then such

preferences might be expected to occur in

other concurrent-schedule situations in

which preference could easily influence

obtained reinforcement. In a recent study

by Davis et al. (10), the reinforcing efficacy

of different durations or intensities of elec-

trical brain stimulation was evaluated in

pigeons under concurrent variable-interval

30-sec variable-interval 30-sec schedules.

The scheduled average inter-reinforcement

interval was short; additionally, results

presented by the authors indicate that very

low response rates often occurred (exact

values could not be calculated from the

published data). According to the argu-

ment just outlined, these conditions should

favor the development of exclusive prefer-

ences. Davis et al. (10) found, in fact, that

at the more extreme magnitude differ-

ences, both responses and reinforcers were

restricted entirely, or almost entirely, to

the larger-magnitude key.

In another study, conducted by Fantino

et al. (12), pigeons responded under differ-

ent sets of equal-valued concurrent varia-

ble-interval schedules, with two different

amounts of grain reinforcing responding on

the two keys. A changeover delay of 1.5 sec

was used. When the concurrent-schedule

values were both 10 sec, preferences for the

larger-magnitude key were close to exclu-

sive, but. not when the variable-interval

values were both 60 sec or 600 sec. Under

the concurrent variable-interval 10-sec var-

iable-interval 10-sec condition, preference

could most easily influence the distribution

of reinforcers, particularly with a change-

over delay that was relatively long with

respect to the scheduled average inter-rein-

forcement interval (27). Thus, the data

suggest that the same circular processes

may at least partially account for the

development of exclusive and near-exclu-

sive preferences in these two studies and in

ours.

Despite Skinner’s dictum (28) that

“when you run onto something interesting

[you should] drop everything else and

study it” (p. 223), we’ve been less con-

cerned with attempting to delineate exper-

imentally the conditions engendering ex-

clusive preferences, than we have been

with attempting to eliminate these prefer-

ences and the limitations they imposed on

evaluation of our data. In our second exper-

iment, we therefore instituted one simple

procedural modification: The concurrent

variable-interval schedules were made

non-independent (29). Previously, when a

reinforcer had been arranged by one varia-

ble-interval timer, the other timer contin-

ued to operate. Under the non-independent

scheduling procedure, when one variable-

interval timer assigned a reinforcer to the

associated lever, the timers for both levers

were stopped until after that reinforcer had

been collected. This modification ensured

that a monkey would respond on both

levers, and that the monkey would obtain

approximately equal numbers of injections

of each dose, regardless of preference.

Experiment 2: Non-independent Concur-

rent Schedules

Subjects. Two monkeys, Boris and Rico,

began the present procedure after their last

dose comparison of experiment 1. The

other monkey, Rodney, had no previous

experimental history.
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Schedule specifications. Both the se-

quence of links in each cycle and the

schedule values within each link were the

same as those in the first experiment.

During the concurrent variable - interval

link, two variable-interval tape timers

again operated concurrently, and arranged

the availability of two cocaine doses, with

one cocaine dose associated with each le-

ver. However, now when an injection be-

came available on one lever, both variable-

interval timers were stopped, and re-

mained so until initiation of the concurrent

variable-interval link in the next cycle by a

center-lever response. Thus, in each cycle a

reinforcer could become available on only

one lever. Sessions were again terminated

after delivery of the 30th injection.

Dose variations. For each monkey, one

lever was again designated the constant-

dose lever; and the other, the variable-dose

lever. Dose variations were then made

according to the procedure outlined for the

first experiment. Again, for each monkey

all determinations having the constant

dose on the same lever were considered

part of the same sequence.

Criteria for dose variation; data analysis.

Since the procedure precluded the develop-

ment of exclusive preferences, dose

changes were made according to the five-

session stability criterion described for the

preceding experiment. Data values were

individually calculated for the last five

sessions of a determination and then aver-

aged across these sessions.

Results and discussion. Again, the

higher of two doses presented for compari-

son was preferred, with one exception

(Rico’s first determination with a compari-

son dose of 0.8 mg/kg per injection) (fig. 5,

left side). This generalization was true

regardless of the monkey’s experimental

history, thus indicating that previous expe-

rience under conditions in which the re-

sponse distribution influenced the distri-

bution of reinforcers was not critical. These

data extend the range of studies in which

choice behavior under non -independent

concurrent scheduling procedures has been

found to be similar to that occurring under

independent concurrent schedules (e.g,

26, 29, 32).

Under this procedure, all three monkeys’

preference for the comparison dose in-

creased with dose up to the dose just above

the constant one. At still higher compari-

son doses, no consistent increases in prefer-

ence occurred. Thus, the non-independent

scheduling procedure both eliminated ex-

clusive preferences and, in contrast to our

first procedure, resulted in consistent

graded preferences over the lower portion

of the comparison-dose range. However,

since, within monkeys, the relative re-

sponse frequencies maintained by the

higher comparison doses were about the

same, as is indicated by the asymptotic

portion of each monkey’s function, it is still

not clear whether these doses were equal or

different in their reinforcing efficacy.

In the matching functions on the right

side of figure 5, the measure of relative

reinforcement magnitude on the abscissa is

relative dose on the variable-dose lever: the

dose scheduled for the variable-dose lever

divided by the sum of the doses scheduled

for both levers. Because the non-independ-

ence of the schedules assured that the

monkeys would receive approximately

equal numbers of injections on both levers,

relative intake on the variable-dose lever

reduced to relative dose. Thus, under this

procedure the abscissa values were unin-

fluenced by the animals’ preferences. Gen-

erally, rough matching again occurred,

with the matching points now distributed

along the diagonal, instead of being clus-

tered in the corners. Since under non-

independent schedules the reinforcement

distribution is determined, we found the

degree of matching which occurred to be of

greater empirical interest than in our pre-

vious study.

The monkeys’ deviations from perfect

matching are somewhat greater than those

which occurred under the independent

scheduling procedure, with average abso-
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lute deviations from matching for individ-

ual animals ranging from 0.08 to 0.12.

However, these poorer approximations to

the matching line appear to be peculiar to

the non-independent concurrent schedul-

ing procedure, rather than to our use of

cocaine as the reinforcer. With other rein-

forcers, a number of experimenters have

reported rather wide deviations from

matching to relative reinforcer magnitude

when scheduling techniques similar to the

present one were used (eg., 12, 24, 32).

Indeed, the degree of matching exhibited

by our monkeys was greater than that

reported in a number of other concurrent-

schedule magnitude studies using either
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independent or non-independent proce-

dures (e.g., 12, 23, 24, 33).

When the relative response frequency

versus dose functions are considered to-

gether with the matching functions (left

and right sides of fig. 5), the general

tendency of all monkeys to show asymp-

totic preferences at the comparison dose

just above the constant dose, and at still

higher comparison doses also to under-

match-that is, to show preferences for the

larger dose less extreme than predicted by

matching-is apparent. A number of fac-

tors might account for these features of the

data. A real asymptote in the reinforcing

efficacy of cocaine may occur within the

dose range evaluated. However, results of

our first experiment and of other cocaine

studies (2, 17), as well as the fact that

Boris’s preference reached an asymptote at

a lower comparison dose and with a lower

constant dose than did the other two mon-

keys’, argue against this interpretation.

Each monkey’s preferences were asymp-

totic at those comparisons for which hourly

drug intakes fell in the higher-intake por-

tion of the monkey’s intake versus dose

function (see fig. 6, upper portions of

graphs; fig. 5, left side). Disruption of

stimulus control-either the control ex-

erted by the exteroceptive stimuli associ-

ated with each lever or control exerted by

interoceptive stimuli associated with each

dose-could have occurred with these high

intakes. Or stereotyped behaviors, which

were observed in Rico and Rodney immedi-

ately after sessions involving high-dose

comparisons, could have interfered with

lever-pressing to the detriment of prefer-

ence. However, the finding that in the first

experiment monkeys exhibited strong or

exclusive preferences at still higher hourly

drug intakes (see figs. 2 and 4) argues that

none of these explanations is adequate to

account for the asymptotic preferences and

undermatching observed in our second

study-nor are there data available to dis-

tinguish among these possibilities. Rather,

as was the case with exclusive preferences

under our first procedure, we would suggest

that the data implicate the low absolute

response rates that were frequently main-

tamed at the high-dose comparisons as a

major factor in the emergence of asymp-

totic preferences and undermatching under

the present procedure.

Under non-independent concurrent in-

terval schedules, the range of possible pref-

erences is limited by the overall response

output. An animal is required to emit a

minimum number of responses on each

lever in order to complete the session, since

when a reinforcer becomes available on one

lever, it must be collected before the pro-

gram can advance. In our study, the math-

ematical minimum is 30 responses per

lever per session. In practice, however, the

minimum response requirement is some-

what larger: Because of the changeover

delay, alternations of single responses be-

tween levers, as well as bursts of responses

during the changeover delay period, cannot

result in the delivery of an available rein-

forcer. The importance of this point is

illustrated by consideration of a session in

which only 200 responses are emitted. In

such a session, the most extreme prefer-

ence possible is 0.85, the 30-response mini-

mum being emitted on one lever, and the

other 170 responses being emitted on the

other lever.

Since the data of the present study do

not permit determination of the practical

minimum requirement, a detailed analysis

of the applicability of the above argument

to our findings cannot be made. However,

in some cases, the actual number of re-

sponses per session occurring at the high-

dose comparisons was below the mathe-

matical minimum required for preference

to be as extreme as that predicted by

matching. In other cases of less-strong-

than-predicted preferences, the number of

responses emitted was somewhat greater,

but given the pattern of responding occur-

ring, was still low enough that it probably

fell below the practical minimum require-

ment. More generally, all monkeys’ aver-

age overall rates of responding at the high-

dose comparisons were extremely low (fig.
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6, upper portions of graphs). When re-

sponse rates are so low as to decrease the

actual rate of reinforcement far below the

scheduled rate, often only a few responses

will be emitted on the preferred lever per

reinforcer obtained on the preferred lever.

Since, on the other hand, on the non-

preferred lever at least the mathematically

required minimum number of responses

must be emitted, circumstances are

created in which the non-independence of

the schedules will restrict the range of

possible preferences. Examination of the

overall rates of responding from individual

dose determinations (bottom portions of

the graphs in fig. 6) in conjunction with

monkeys’ relative response frequency ver-

sus dose and matching functions (fig. 5)

indicates that, with one minor exception,

each monkey’s lowest overall response

rates occurred at those determinations in

which the comparison dose was 0.4 or 0.8

mg/kg per injection, and in which the

preference exhibited for this dose was both

below that predicted by matching and

close to the asymptotic preference shown

by the particular monkey. The actual val-

ues of these response rates ranged from 0.05

to 0.22 responses per second, resulting in

rates of reinforcement much below those

that the variable-interval schedules could

arrange. Thus, under just those conditions

in which asymptotic preferences should

have been most probable, such preferences

were observed.

While this low-response-rate hypothesis

is attractive, low rates of responding can-

not fully account for very large deviations

from matching, such as the indifference

Rico demonstrated in his first determina-

tion with doses of 0.8 and 0.1 mg/kg per

injection. In a pilot study, also with Rico,

we found it possible to shift his preference

from indifference to matching in a compar-

ison between doses of 0.4 and 0.2 mg/kg per

injection, by changing time-out length

from 5 mm to 30 mm. The increase in

preference for the larger dose was accompa-

nied by a large increase in overall response

rate, implicating response rate as an im-

portant factor in the shift. However, in the

same study, Rico’s preference for an injec-

tion dose of 0.05 mg/kg compared with an

injection dose of 0.025 mg/kg changed from

matching to indifference when time-out

length was decreased from 5 mm to 0.5 sec,

and this preference change occurred with-

out an accompanying change in overall

rate. The determinants of the observed

indifferences between doses thus remain

unclear.

Conclusions

Our findings may best be evaluated with

respect to our original research objectives:

to rank the reinforcing efficacy of a range of

cocaine doses by comparing them with a

standard dose, and to compare concurrent-

schedule performances obtained by using

intravenous cocaine as the reinforcer with

concurrent-schedule performances ob -

tamed by using other reinforcers. Under

both concurrent scheduling procedures,

even with very small dose differences mon-

keys reliably preferred the higher of two

doses presented for comparison, suggesting

that over the dose range examined, higher

cocaine doses are more reinforcing than

lower ones with which they are compared.

Under neither procedure, however, did

preferences that were graded according to

the difference between doses consistently

occur. Under independent concurrent vari-

able-interval schedules, monkeys tended to

respond exclusively on the higher-dose le-

ver, regardless of the difference in dose

size. That some actual differences in rein-

forcer efficacy had been obscured by the

exclusive preferences was demonstrated

when dose preferences were evaluated

under non-independent concurrent sched-

ules. Under these conditions, when lower

doses were compared with the constant

dose, the monkeys showed graded prefer-

ences. However, graded preferences were

not observed in the higher comparison-dose

range; and whether the asymptotic prefer-

ences were a reflection of a real asymptote
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in the reinforcing efficacy of cocaine, of a

drug-engendered disruption of stimulus

control or response organization, or of the

interaction of procedural constraints with

monkeys’ response rates, remains unde-

termined. Thus, the objective of ranking

the reinforcing efficacy of a large number of

cocaine doses without presenting them for

direct comparison with one another was

only partially attained.

When compared with findings from con-

current-schedule studies with other rein-

forcers, our data are strikingly similar in

two respects: the preferences exhibited for

higher reinforcement parameters, and the

matching shown to relative obtained rein-

forcement. Our results thus extend the

generality of important relationships previ-

ously demonstrated with non-drug rein-

forcers to include intravenously delivered

cocaine as the reinforcer.

On the other hand, the exclusive and

near-exclusive preferences observed under

our independent scheduling procedure

have been found only infrequently with

other reinforcers. We have argued that

these preferences, as well as the asymptotic

preferences and undermatching demon-

strated under the non-independent proce-

dure, may have been to a large extent a

consequence of the unusually low response

rates of our monkeys. Additionally, we

have suggested that these low rates re-

flected general rate-depressant effects of

cocaine. Thus, although absolute response

rates did not enter into the calculation of

relative response frequencies, the concur-

rent scheduling procedures we used may

not have provided a measure of the rein-

forcing efficacy of different doses that was

entirely impervious to their rate-decreasing

effects.

However, that preferences obtained

under concurrent scheduling procedures

are influenced by factors other than the

relative values of the reinforcement param-

eters being compared is not unique to drug

reinforcers. For example, in studies with

nutritive reinforcers, it has been demon-

strated that although the values of two

unequal schedules are held constant, sim-

ply varying the changeover delay duration

may result in large variations in the degree

of preference shown between them (e.g., 5,

12, 25). Additionally, when the relative

reinforcement frequencies arranged by two

schedules are held constant, the extent of

preference demonstrated may be changed

by changing the absolute rates of reinforce-

ment that the schedules can provide (12).

And although the relative reinforcer mag-

nitudes presented under two concurrent

schedules remain constant, changes in the

absolute reinforcer magnitudes may still

affect preference (33). Furthermore, in

studies for which schedule parameters and

rates of responding might have been ex-

pected to result in the development of

exclusive preferences similar to those we

observed, similar extreme preferences did

occur (10, 12). Our concurrent-schedule

data thus provide support for the conten-

tion that if comparable conditions can be

created, schedule-controlled behavior

maintained by cocaine injections will be

comparable to schedule-controlled behavior

maintained by other reinforcers.
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